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Phase space approach to solving higher order differential equations with artificial neural networks
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The ability to solve differential equations represents a key step in the modeling and understanding of complex
systems. There exist several analytical and numerical methods for solving differential equations, each with their
own advantages and limitations. Physics-informed neural networks (PINNs) offer an alternative perspective.
Although PINNs deliver promising results, many stones remain unturned about this method. In this paper, we
introduce a method that improves the efficiency of PINNs in solving differential equations. Our method is related
to the formulation of the problem: Instead of training a network to solve an nth order differential equation, we
propose transforming the problem into the equivalent system of n first-order equations in phase space. The
target of the network is to solve all equations of the system simultaneously, effectively introducing a multitask
optimization problem. We compare both approaches empirically on various problems, ranging from second-
order differential equations with constant coefficients to higher-order and nonlinear problems. We also show
that our approach is suited for solving partial differential equations. Our results show that the system approach
performs equal or better in most experiments performed. We analyze the learning process for the few runs that
did not perform well and show that the problem stems from conflicting gradients during training, effectively
obstructing multitask learning. The result of this paper is a straightforward heuristic that can be incorporated
into any subsequent research that builds on PINNs solving differential equations. Moreover, it also shows how
to make PINNs even more efficient by implementing techniques from multitask learning literature.
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I. INTRODUCTION

Through artificial neural networks (ANNs), deep learning
methods have demonstrated their potential in many scientific
fields, from image recognition [1] to chemistry [2], high-
energy particle physics [3], and even genomics [4]. The power
of these techniques to solve such problems comes from their
exceptional capabilities to process large amounts of data and
find patterns within. However, purely data-driven approaches
are susceptible to limitations. One of these is the lack of
guarantee that the models generated will make predictions
that respect physical laws which the underlying data follow.
In addition, training the networks to obtain accurate predic-
tions requires a large amount of training data, which is not
something that can always be assumed in many scientific
disciplines. Finally, a purely data-driven approach offers the
least transparency and interpretability, two essential features
when using machine learning algorithms for scientific insight
[5].

One method to solve these problems is to endow networks
with prior knowledge with the task they are solving, resulting
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in informed machine learning [6]. A successful technique
for this is physics-informed neural networks (PINNs) [7–9],
which incorporates the prior knowledge through a differen-
tial equation in the loss term of the network, describing the
natural laws which the data follow. This term incentivizes the
output of the network to satisfy the physical constraints and
acts as a regularization term. Many applications, from solving
cosmological phase transitions [10] to predicting plasma flow
[9] or even computing the temperature distribution above an
espresso cup [11], have shown this to be a viable technique.
In addition to enhancing learning, PINNs can be used purely
as differential equation solvers because neural networks are
universal function approximators [12]. This idea has been
around for some time [7,13] but has received more attention
due to recent breakthroughs in deep learning.

Solving (partial) differential equations is an essential ele-
ment in science to understand complex systems, but often, one
cannot solve these problems analytically. Therefore, numer-
ical techniques, such as Runge-Kutta, have been developed
and optimized over the years to obtain (approximate) solu-
tions. One important difference neural networks have with
respect to classical numerical methods is that their result
is a continuous and differentiable function. This allows us
to use networks to solve differential equations, without pre-
determining where we should sample the solution, which
makes them more flexible tools. This advantage, however, is
reduced if the solution contains a discontinuity, as this is a
hindrance the network then has to overcome. Although using
neural networks to solve differential equations is very promis-
ing, this technique is still in its infancy, and much focus in
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recent efforts has been toward understanding the convergence
and generalization errors of PINNs [14,15]. In recent work
[16–18], it was demonstrated that PINNs are hindered by two
limitations. The first one is due to the appearance of stiff
gradient flow dynamics as the complexity of the problem is
increased, e.g., by adding higher-frequency components or
multiscale features [16]. The consequence of this is that unbal-
anced gradients are backpropagated during learning. Further
investigating these problems, the authors of Ref. [18] used
neural tangent kernel theory [19,20] to show that PINNs can
suffer from a large difference in convergence rate for different
terms in the loss function. The second limitation of PINNs
originates from spectral bias [21,22]. This phenomenon lim-
its the capabilities of fully connected networks and renders
them unable to learn solutions with high-frequency compo-
nents [23–25]. In Ref. [16], the authors showed that this
problem was present in PINNs, and in further work [18], it
was demonstrated that this spectral bias corresponds to first
learning the target function along the eigendirection of the
neural tangent kernel with larger eigenvalues. In addition to
obtaining a theoretical understanding, authors have also fo-
cused on extensions to circumvent these shortcomings. Since
PINNs often struggle with problems defined on large, multi-
scale domains, it is possible to enhance traditional PINNs with
domain decomposition to improve learning [26,27]. Another
approach to circumvent the spectral bias comes from phase
deep neural networks (PhaseDNN) [28] or multiscale deep
neural networks (MscaleDNN) [29–31], which transform the
learning of high frequency into a problem of learning low
frequencies. Other general extensions include, for example,
Bayesian PINNs [32], which aim to include uncertainties in
the output of the network, an essential element when one
wishes to use these methods on equations with no known an-
alytical solution. Other authors have also focused on reducing
the computational requirements. As the highest costs come
from training a network from scratch for each differential
equation with a specific set of initial and boundary conditions,
methods such as DeepONets [33–35] or physics-informed
neural operator [36] learn operators, allowing them to be used
in an even broader class of problems.

An essential aspect of solving a differential equation is
satisfying the initial and boundary conditions. Two methods
have been developed in the field of PINNs to achieve this. A
first approach consists of imposing the requirements through
a term in the loss function. This technique means that the
learning procedure will prioritize solutions that satisfy the
conditions as close as possible. Although straightforward to
implement, this approach has a significant drawback: The
network does not have to adhere to the requirements strictly,
as the term in the loss only incentivizes it to find solutions
that satisfy those conditions. In cases where the initial and
boundary conditions must be strictly adhered to, it is therefore
not possible to use this method. In this paper, we focus on
the second approach used in the original work by Lagaris
et al. [7]. In this case, we encompass the network in a trial
function and train the network such that the trial function,
not the network itself, satisfies the differential equation. We,
therefore, obtain a result that perfectly adheres to the initial
conditions and is an approximate solution to the differential
equation. The trial function consists of a sum of two parts,

where one part is a function A(t ) that satisfies the initial condi-
tion of the problem, and a second function C(t,N ) suppresses
the output of the network at the values of t specified by the
initial conditions. In this way, the trial function satisfies, by
construction, the initial conditions. The choice of these two
functions is not unique, and the structure of the trial function is
therefore also an element that can be analyzed in the learning
process [37] and has been generalized to problems that are
defined on irregular domains [38].

In this paper, we take a step sideways by investigating the
problem formulation and its influence on the learning capacity
of the network. There exists a bijective relationship between
the solution of an ordinary differential equation (ODE) of
order n and the solution of a system of n first-order differential
equations. Given the same constraints, in the sense of archi-
tecture complexity and learning algorithm, we compare the
performance of the network trained to solve the higher-order
differential equation with the performance of the network
trained on the equivalent problem formulated as a system of
equations. The structure of this paper is as follows: Sec. II
covers both approaches used and the network architectures.
Section III describes our results, comparing the performance
of both methods for a variety of ODEs. Here, we also show
the validity of our method in the case of partial differential
equations (PDEs). Finally Sec. IV is devoted to analyzing the
results.

II. METHODS

Consider a nth-order ODE:

x(n) = F [t, x, x′, . . . , x(n−1)], t ∈ [a, b], (1)

with n initial conditions, which has a unique solution on the
interval [a, b] [39]. To solve this differential equation through
hard constrained PINNs, we consider a neural network with
one input and output node N (t, θ ) and define the trial func-
tion:

x̂(t ) = A(t ) + C[t,N (t, θ )]. (2)

The function C constrains the output of the network and en-
sures that, at the values of t for which an initial condition
is defined, the output of the neural network is suppressed.
Specifically, this means C(t,N ) and its derivatives, up to the
order of the highest derivative involved in the initial condi-
tion, must be zero at the values of t involved in those initial
conditions. By choosing a specific form for A(t ), we can then
guarantee that, at those values of t , the trial function x̂(t )
automatically satisfies the initial conditions. To clarify with
an example, we consider a second-order equation with the
initial condition x(0) = 1 and ẋ(0) = 2. In this case, we could
choose

C(t,N ) = t2N (t, θ ) and A(t ) = 1 + 2t . (3)

We note as well that the choice for these functions is not
unique, as the factor multiplying the network in the function
C(t,N ) has, in this case, as its only requirements that the
function itself and its first derivative must be 0 when t = 0.
The network is subsequently trained by minimizing the loss
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FIG. 1. Above: Architecture and loss used to solve the higher-order formulation of the problem. Below: Architecture and loss used for the
system formulation.

function:

L(t, θ ) = 1

N

N∑
i

{x̂(n)(ti) − F [ti, x̂, x̂′, . . . , x̂(n−1)]}2, (4)

with ti ∈ [a, b]. As can be seen, it is the trial function, namely,
Eq. (2), which enters in the loss function. The choice of
C(t,N ) and A(t ) therefore play an important role in shaping
the loss landscape, which influences the learning capacity of
the network.

The preceding paragraph summarizes the traditional ap-
proach to solve higher-order differential equations with
PINNs. We now introduce our shortcut in phase space. Given
the differential equation in Eq. (1), it is always possible to
transform it into a system of n first-order ODEs x′ = f (t, x)
by defining f = ( f1, f2, . . . , fn) as

f1[t, x, x′, . . . , x(n−1)] = x′

f2[t, x, x′, . . . , x(n−1)] = x′′

...

fn[t, x, x′, . . . , x(n−1)] = F [t, x, x′, . . . , x(n−1)].

Interestingly, the approach outlined above can still be used,
modulo a few modifications. The neural network now needs n
output nodes, denoted as Ni(t, θ ), and the n trial functions are
then constructed as

x̂1(t ) = A1(t ) + C1[t,N1(t, θ )]

x̂2(t ) = A2(t ) + C2[t,N2(t, θ )]

...

x̂n(t ) = An(t ) + Cn[t,Nn(t, θ )].

Coupling back to our previous example, one possible choice
for the trial functions could be

x̂1(t ) = 1 + tN1(t, θ )

x̂2(t ) = 2 + tN2(t, θ ).

Since both trial functions only need to encompass one con-
dition, we can choose the constraining functions to be linear:
Ci(t,Ni ) = tNi(t, θ ).

The neural network N (t, θ ) then trains by optimizing the
loss function:

L(t, θ ) = 1

N

N∑
i=1

n∑
j=1

{x̂ j (ti ) − f j[ti, x̂, x̂′, . . . , x̂(n−1)]}2, (5)

i.e., the network is instructed to simultaneously optimize each
equation of the system. A visual overview of the difference in
the two methods is shown in Fig. 1.

For both the higher-order and system approaches, we need
to calculate the derivative of the network with respect to
its input nodes to compute the loss function. Performing
these computations is made possible through algorithms im-
plementing automatic differentiation that efficiently compute
these derivatives [40].

III. RESULTS

This section presents the results of the various experiments
performed to establish the performance difference between
both methods discussed in the previous section. Both methods
were evaluated on various differential equations, considering
a range of parameters. The first test consists of second-
order linear systems with constant coefficients. Gradually,
the complexity of the problem is increased by incorporating
nonconstant coefficients and nonlinear terms. We also eval-
uated the methods on two third-order problems. All systems
used in this analysis were analytically solvable, allowing us
to compare the solutions of the methods to the true solution.
The number of training points, namely, 35 equidistant points
over the interval, and the training algorithm are equal for all
problems.

The performance is quantified by computing, after train-
ing, the relative L2 error evaluated in validation points with
respect to the analytical solution. We highlight that we did not
fine-tune the hyperparameters to obtain the lowest possible
validation. The goal was to compare both approaches given
the same constraints. In most cases, we chose an architecture
with two hidden layers composed of 20 nodes and trained it
during 6000 epochs. For some problems, a more extensive
architecture of three hidden layers with 60 nodes each was
required and subsequently trained on 12 000 epochs. Finally,
hyperparameters such as the optimizer (ADAM [41]), learning
rate (0.001), and the activation function (SWISH [42]) were
maintained equal for all problems.
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FIG. 2. The 30 solutions of the neural networks, after training for 6000 or 12 000 epochs to solve the higher-order equation (orange) or
the system of equations (green), together with the analytical solution are displayed. The lower panel shows the average error at each point
(line), while the shaded region indicates one standard deviation. All learning constraints were equal for both approaches, and the initial
parameters for each run were randomly initialized. (a) Center: ẍ + 2x = 0. (b) Stable spiral: ẍ + ẋ + x = 0. (c) Stable node: ẍ + 2ẋ + 1

2 x = 0.
(d) Unstable spiral: ẍ − ẋ + x = 0. (e) Unstable node: ẍ − 1

2 ẋ + 1
20 x = 0. (f) Saddle point: ẍ + ẋ − x = 0. (g) Degenerate node: ẍ − 2ẋ + x =

0. (h) Nonisolated fixed points: ẍ + ẋ = 0. The central panel shows the classification of constant coefficients, based on the trace (τ ) and
determinant (�), of the matrix A in Eq. (6).

A. Linear ODEs with constant coefficients

It is widely known that a system of n first-order differential
equations is said to be linear if it can be written as

ẋ = Ax, (6)

where A is a n × n matrix. When the coefficients of A are
constant, it is possible to categorize the phase space of linear
systems by the trace (τ ) and determinant (�) of the matrix
A. The fixed points of the system, which are the positions
in phase space where ẋ = 0, can then be classified into nine

distinct types. This categorization can be found in Ref. [43]
and is presented here in the center of Fig. 2.

This paper exploits the correspondence between higher-
order differential equations and systems of equations. We
start from the second-order homogeneous equation aẍ + bẋ +
cx = 0, which corresponds to a linear system with a matrix:

A =
(

0 1
c̃ b̃

)
with c̃ = − c

a
, b̃ = −b

a
. (7)
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FIG. 3. (a) L2 error for short training times in log scale. (b) L2 error for long training times in log scale. (c) Nonconflict ratio R (blue)
overlayed with the relative improvement (black) between short and long training times.

Even though the form of the matrix A is restricted, it is still
general enough to explore the full range of different linear
systems.

To assess the performance of the approaches against each
other, we solve a linear system with each type of phase space.
For each problem, we performed 30 random initializations
of the networks, and Fig. 2 displays the final results, after
training, of those random initializations for both methods.
The lower panel of each figure shows the mean error and
one standard deviation at each point. The range on which
the differential equations were solved depended on the spe-
cific problem, as the value of the analytical solution was
kept between predefined bounds. We expect the choice not
to influence the results, as both methods received the same
problem. The results of all runs can be found in Fig. 2,
while Fig. 3 displays the average L2-error values reached.
The results obtained for the differential equation show that
the system approach outperformed the higher-order formula-

tion in 6 of the 8 cases while having similar training times.
We performed a second run for all eight equations with a
training time of 18 000 epochs to examine the dependence
on the epoch hyperparameters. Figure 3 shows the resulting
L2 errors. The results indicate that the system approach, in
these cases, performs better on shorter training times but can
also outperform its counterpart when trained longer. For these
longer training times, the system approach also closed the gap
for the two equations it struggled with on shorter training
times, reaching an L2 error which was on the same order
of magnitude as the higher-order approach. Both behaviors
mentioned above are visible in Fig. 4.

B. Linear ODEs with nonconstant coefficients

Linear (inhomogeneous) differential equations with non-
constant coefficients were the second class of equations used
to benchmark the two approaches. We performed the
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FIG. 4. Examples of the evolution of the L2 validation for two
cases from the equations in Sec. III A. (a) Evolution for the stable
spiral. (b) Evolution for the saddle point.

analysis for six second-order differential equations, giving the
results in Fig. 5. The choice of differential equations had the
goal of including the largest variety in analytical solutions.
For equation in Fig. 5(d), an L2 error of order smaller than

O(10−1) was not obtained by either approach in an initial run
with the original architecture. To remedy this, we changed
the architecture to three hidden layers with each 60 while
training for 12 000 epochs to ensure enough training time for
this deeper and wider network. We note here that we only
did this because both methods did not seem to learn with the
original architecture. The system approaches performed better
for all six differential equations, even obtaining an L2 error
one order of magnitude smaller for equations in Figs. 5(b),
5(c), and 5(d). The difference in performance favored the
system approach even when increasing the training time to
18 000 [or 24 000 for equation in Fig. 5(d)] epochs. We show
these results on the second panel of Fig. 3(b).

C. Nonlinear systems and higher orders

We performed the final part of the analysis of both algo-
rithms with nonlinear equations and differential equations of
higher order. For each category, we selected two problems.
Since the differential equations are more complex, we chose
the architecture with three hidden layers of 60 nodes (trained
during 12 000 epochs). To obtain additional variety in the
higher-order equations, we also ran the second third-order
equation with three different combinations of initial condi-
tions. We chose to train during 24 000 epochs for the longer
training runs. Figure 6 displays all the solutions obtained by
both approaches.

FIG. 5. The 30 solutions of the neural networks, after training for 6000 (or 12 000) epochs to solve the (orange) or the system of
equations (green), together with the analytical solution are displayed. The lower panel shows the average error at each point (line), while the
shaded region indicates one standard deviation. All learning constraints were equal for both approaches, and the initial parameters for each run
were randomly initialized. (a) t ẍ + ẋ = 1. (b) t2ẍ + 5t ẋ + 4x = ln(t ). (c) t2ẍ − t ẋ + x = 0. (d) ẍ + 4x = cos(2t ) sin(2t ). (e) ẍ − tanh(t )x = 0.
(f) t2ẍ − 2t ẋ + x = 0.
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FIG. 6. The 30 solutions of the neural networks, after training for 6000 (or 12 000) epochs to solve the (orange) or the system of
equations (green), together with the analytical solution are displayed. The lower panel shows the average error at each point (line), while
the shaded region indicates one standard deviation. All learning constraints were equal for both approaches, and the initial parameters for
each run were randomly initialized. (a) ẍ − 1

5 xẋ = 0. (b) ẍ + 2t ẋ2 = 0. (c) ˙̇ ˙x + 2ẍ + ẋ = −2 sin(t ). (d)–(f) ˙̇ ˙x + 2ẍ − ẋ − 2x = 0 (with three
different initial conditions).

D. PDEs

The final benchmark of our method was performed with a
PDE, namely, the two-dimensional diffusion equation:

∂y

∂t
= ∂2y

∂x2
− e−t sin(πx)(1 − π2). (8)

We solved this equation for x ∈ [−1, 1], t ∈ [0, 2] and with
the Dirichlet boundary conditions y(t,−1) = y(t, 1) = 0. To
transform Eq. (8) into a system of equations, we define v

.=
∂t y and w

.= ∂xy and obtain

∂t y = v

∂xy = w

∂xw = v + e−t sin(πx)(1 − π2).

The training point for the networks was a 200 × 200 grid.
For this problem, we used an architecture composed of four
hidden layers with 200 hidden nodes each and trained it during
40 000 epochs.

Our results show that the system approach can outperform
the higher-order approach also for PDEs. Figure 7 displays
the results obtained from the networks together with the an-
alytical solution, the evolution of the L2 validation, and the
absolute difference between the results of the networks and
the analytical solution. We can see that the L2 validation for
the system is on average an order of magnitude lower than the
higher-order approach. We further note that the oscillations
in the validation were also visible for the higher-order ap-

proach in other runs and not specific to the system approach.
Although specific conclusions about the performance of the
system approach vs the higher-order approach on problems of
PDEs require another analysis, our results show that the sys-
tem approach can successfully be applied to such problems.

IV. DISCUSSION

The results presented seem to show a difference in per-
formance when training a neural network to solve ODEs or
PDEs, depending on how one formulates the problem. Our
method for analyzing this was by tackling a variety of differ-
ential equations.

We found a slight variation in performance for the linear
systems with constant coefficients but no discernible pattern
dictating which method would perform better based on the
type of phase space considered. Equations on which the sys-
tem approach outperformed the higher-order one still favor the
system approach even with longer training times. The linear
problems with nonconstant coefficients seemed to benefit the
most from using the system approach, as we found that the
system method outperformed the higher-order approach each
time for those cases. This behavior continued even when train-
ing for longer epochs. This behavior was also visible in the
higher-order equations. On the other hand, both approaches
displayed similar results when solving nonlinear equations.
For all problems, both approaches also displayed similar train-
ing times.
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(d)

(a) (b) (c)

(e)

(f)

FIG. 7. Solving the equivalent system instead of the higher-order differential equation can also work for partial differential equa-
tions (PDEs). The data presented originate from one iteration. (a)–(c) Higher-order, system, and analytical results. (d) L2 validation evolution
for the system (green) and the higher-order (orange) approaches. (e) and (f) Absolute difference between the analytical solution and the results
of the networks.

As mentioned in Sec. II, training the network to solve
the system requires optimizing multiple tasks at once. We
can therefore try to understand the performance of this ap-
proach through the lens of multitask learning, especially for
those equations where it performed worse than the higher-
order method. As mentioned in Ref. [44], problems of
negative transfer, where two tasks have conflicting gradients
during learning, are the main challenges when training a
network on more than one task. We can infer the measure
of conflict between two gradients g1 and g2 by comput-
ing the angle between the two and the similarity in their
magnitude [45]:

�(g1, g2) = 2||g1||2||g2||2
||g1||22 + ||g2||22

. (9)

If during a learning epoch we have a combination of both
�(g1, g2) ≈ 1 and a large angle between the gradients, then
the resulting gradient will be close to zero, resulting in a lack
of improvement. To generalize this occurrence of conflict to a
network that is learning more than two tasks, we consider the
nonconflict ratio R, which we define as

R
.=

∣∣∣∣∑n
i gi

∣∣∣∣∑n
i ||gi|| . (10)

The closer R is to one, the fewer conflicts were present when
summing the gradients of the individual tasks. The mean
value of R for the differential equations is displayed in Fig. 3

in the lower panes, together with the relative improvement
of the network between short and long training times. The
value of this relative improvement shows by what factor the
validation at longer training times was reduced. The smaller
the value, the more the network improved between the two
training times. The correlation between both quantities can
indicate that a conflict in gradients is one of the reasons for
the cases where the system approach is slower to learn. Such
a phenomenon means that gradient modification techniques
developed for multitask learning, such as in Refs. [45,46]
could further improve the method. These approaches alter
the individual gradients to remove the conflicting elements
before applying them to the weights, ensuring optimal
learning.

Another approach to optimize learning in the multitask
context is hard parameter sharing [47]. Here, a neural network
is constructed with first a number of hidden layers, shared
among the tasks, followed by hidden layers which are task
specific. This architecture is shown in the upper panel of
Fig. 8. We performed an analysis to see if this method could
also improve the results we obtained for the systems approach.
For this, we solved the differential equations which were
solved previously on the small architecture (with two hidden
layers of 20 nodes).

We chose an architecture with a total maximum of four
hidden layers and analyzed the performance when replacing
one or more common layers by task-specific layers. The com-
mon layers had 40 nodes each, while the task-specific layers
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(a)

(b)

FIG. 8. (a) Architecture with shared and task-specific layers.
(b) Distribution of the obtained rankings and the averaged obtained
rank (blue line) of the architectures with varying amounts of shared
layers when solving all equations with constant coefficients and five
equations with nonconstant coefficients. Lower is better.

contained 25 nodes. For each equation, we performed 30
random initializations and subsequently compared the mean
L2 error between the varying architectures and ranked the
performance of the architectures from best (rank 1) to worst
(rank 4). To finalize the analysis, we averaged the obtained
rank for each architecture over all the equations and il-
lustrated the results in Fig. 8. The results obtained in our
analysis show that an architecture with one shared layer out-
performs the architecture with no shared layers for some
problems, indicating that these types of architecture can
indeed have a positive effect on learning for the system ap-
proach. The question still stands as to why our technique
generally works better. Our simulations provide a quanti-
tative argument that the performance increase in solving
the system of equations is related to how the errors are
handled during training. For example, the standard higher-
order setting has only one node to approximate both the
function and all its derivatives. This causes errors in the
approximation of the function to influence the errors in its
derivatives. In contrast, the system of equations approach
introduced in this paper optimizes all errors individually, as
they appear independently in the loss function, making it
easier to change the error of one output without affecting the
others.

Another important aspect to consider when choosing one
of these methods is the setup of the trial function. Although
the functions in the trial function are only there to ensure it
satisfies the initial and boundary conditions, these functions
impact the learning capacity of the network, as the entire
trial function appears in the loss term. In the higher-order
approach, these two functions need to encompass all initial
conditions, making them often higher-order polynomials. In
contrast, the trial functions for the system approach only
encompass the conditions imposed on a particular order of
the derivative. The simplest choice, in that case, is often
a linear function. This is important for two reasons. First,
it simplifies the construction of the trial function, making
this method more straightforward to use. Second, this al-
lows us to fine-tune the constraining function based on the
problem. In Ref. [48], a constraining function C(t,N ) =
(1 − e−t )N (t, θ ) is used, as it tends to 1 when t takes on
large values. The authors show empirically that this choice
of function drastically improves the capacity of the network
to learn. Choosing such a function is only possible when
the constraints originating from the initial conditions allow
it. As the trial functions of the system approach are sub-
ject to fewer constraints, it is easier to optimize the choice
of C(t,N ).

V. CONCLUSIONS

Neural networks are universal function approximators,
which means that, given sufficient hidden nodes, any func-
tion can be modeled up to an error ε. This property allows
us to use neural networks to learn solutions to differential
equations. In this paper, we investigated the influence of the
problem formulation on the learning capacity of the network.
Our experiments show that, for most problems we ran, neural
networks indeed perform better when presented with a dif-
ferential equation formulated as a system of equations. Our
analysis covered a total of 20 ODEs with various characteris-
tics. Additionally, we showed that our methods can also work
for PDEs. In this paper, we also looked at the role of multi-
task learning elements in the system approach. Analyzing our
results through this lens indicated the presence of conflicting
gradients during training for some of the problems that we
tackled. Therefore, future efforts could focus on implement-
ing gradient modification algorithms to ensure that learning
occurs optimally in all cases.

Our results also show that future work studying the trial
function itself could significantly improve the use of neu-
ral networks as differential equation solvers. As the system
approach imposes fewer constraints on its trial functions, it
is easier to implement functions that benefit learning. Com-
bined, these efforts will also lead to a more comprehensive
understanding of PINNs methods, ensuring greater reliability
when solving future tasks.
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